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Abstract. ChER (Chemical Entity Recogniser) is a pipeline of natu-
ral language processing tools optimised for the recognition of chemical
names in scientific abstracts. It formed the basis of our submissions to the
previous edition of the CHEMDNER track in BioCreative IV, and was
one of the top-performing systems both for the chemical document index-
ing (CDI) and chemical entity mention recognition (CEM) subtasks. As
part of our contribution to the new chemical patents-focussed CHEMD-
NER track in BioCreative V, we adapted ChER for the recognition of
chemical names in medicinal chemistry patent documents. As our previ-
ous study showed that the incorporation of chemical dictionary features
brings about the most significant boost in performance, we focussed our
current efforts on investigating the contribution of features drawn from
various semantic resources, including RxNorm, US FDA’s Orange Book,
Health Canada’s Drug Product Database and BioSemantics’ Chemical
Patent Corpus. Results of our methods on the CHEMDNER test cor-
pus demonstrate that the addition of features based on patent-specific
dictionaries gives the most optimal performance on the Chemical Entity
Mention in Patents (CEMP) task.
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1 Introduction

Extraction of chemical information from text has gained significant attention
from the text mining community recently. Contributions of various text mining
groups to the CHEMDNER track of BioCreative IV, for example, have advanced
the state of the art for chemical document indexing and chemical name recog-
nition based on scientific abstracts [15]. Another rich source of chemical infor-
mation, however, are patent documents which are characterised by a specific
subdomain language. Thus far, only a handful of information extraction tools
have attempted to address text mining from chemical patents [10, 14, 19]. The
CHEMDNER track of BioCreative V was thus organised to foster the develop-
ment of more methods for chemical patent mining. It consists of three subtasks:
(1) the Chemical Entity Mention in Patents (CEMP) task, focussed on the de-
marcation of chemical mentions; (2) the Chemical Passage Detection (CPD) task
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for detecting whether a patent contains chemical mentions or not; and (3) the
Gene and Protein-Related Object (GRPO) task, which required the recognition
of gene/protein mentions. As part of our contribution to the CEMP task, we
adapted our pipeline of natural language processing tools, henceforth referred
to as ChER [7], for the recognition of chemical mentions in patents. Drawing
inspiration from our previous experience in BioCreative IV which showed that
the incorporation of dictionary features brought about the largest boost in per-
formance, we investigated the further semantic enrichment of our features by
considering patent-specific resources. Results of the evaluation of our methods
on the CHEMDNER test corpus show that the inclusion of features from all
dictionaries we have at hand leads to optimal performance.

2 Systems description and methods

In this section, we first provide an overview of ChER and then proceed to de-
scribing the features from chemical resources that we have incorporated into it,
as a means for adapting it for chemical mention recognition in patents.

2.1 Overview of the Chemical Entity Recogniser (ChER)

ChER is a text mining pipeline which consists of several natural language pro-
cessing tools, primarily based on the conditional random fields (CRF) algorithm
[16]. Its optimised performance on chemical mention recognition in PubMed ab-
stracts, as well as availability as a Web-based workflow1, was facilitated by our
text mining workbench Argo [18]. Below are its various components.

Cafetiere Sentence Splitter. Each input document is processed by the rule-based
Cafetiere Sentence Splitter [2], which has been specifically designed to handle
biomedical text.

OSCAR4 Tokeniser. Sentences are segmented into tokens by the tokeniser that
comes with OSCAR4 [13] which was optimised for text containing chemical
mentions. It is capable of keeping intact long systematic names, even if they
contain punctuation.

GENIA Tagger. Tokens are enriched with their lemmatised forms, part-of-speech
(POS) and chunk tags by the GENIA Tagger [20], which comes with a model
trained on biomedical text.

NERsuite Tagger. Our chosen implementation of CRFs is the NERsuite package,
which allows for the training and application of statistical models for sequence
labelling [4]. The task was ultimately defined as the assignment of begin-inside-
outside (BIO) labels to tokens. By default, NERsuite represents each token as a

1 http://argo.nactem.ac.uk
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set of lexical, orthographic and syntactic features, details of which can be found
in our previous publication [7]. We enriched this feature set by incorporating
semantic features such as chemical prefixes/suffixes as well as token matches
with entries in dictionaries such as ChEBI [11], DrugBank [17], the Compar-
ative Toxicogenomics Database (CTD) [9], PubChem Compound [8] and the
Joint Chemical Dictionary (Jochem) [12]. As we shall describe later, however,
we explored additional resources containing patent-specific information in order
to adapt ChER for the current task.

Post-processing heuristics. As a means for increasing recall, we integrated into
ChER two post-processing methods: one for abbreviation resolution and the
other for calculating the chemical segment make-up of tokens. We refer the
reader to our previous work [7] for a detailed description of these methods.

2.2 Features from patent-specific resources

In our aim to adapt ChER for the recognition of chemical mentions in patents, we
investigated the enrichment of our semantic features using resources that contain
patent-specific information. We describe each of these additional resources below.

RxNorm. Integrating several terminological resources, RxNorm contains the
generic and brand names of thousands of clinical drugs and drug packs [5]. It
includes information from databases that store industry-used names and identi-
fiers, such as the Medi-Span Master Drug Data Base and the US Food and Drug
Administration’s Structured Product Labels.

Orange Book. The US Food and Drug Administration (FDA) publishes a list
of approved drug products commonly known as the Orange Book [1]. It con-
tains patent-relevant information such as active ingredient, proprietary name,
applicant name and application number.

Drug Product Database. Similar to the US FDA’s Orange Book, the Drug Prod-
uct Database (DPD) published by Health Canada [3] contains information on
drugs approved for use but in Canada. It also includes patent application infor-
mation.

Chemical Patent Corpus. The BioSemantics group of the Erasmus Medical Cen-
ter in Rotterdam (the Netherlands) published a corpus of 200 full patents in
which mentions of chemical entities have been annotated [6]. We compiled a
list of drug mentions based on the annotated text spans in this corpus. These
include IUPAC names, SMILES and InChi strings, generic and brand names,
abbreviations, formulas and registry numbers.

The richest version of our feature set includes token matches with all nine
dictionaries (i.e., the same five dictionaries used in the original version of ChER
and the four additional ones just described).
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Table 1: Evaluation of the patents-adapted version of ChER on the CHEMDNER
test corpus

Dictionaries used Precision Recall F-score

Run 1 All 87.878 84.282 86.042

Run 2 Jochem 88.020 83.060 85.468

Run 3 CTD 87.915 83.269 85.529

Run 4 RxNorm 88.073 83.195 85.565

Run 5 CTD+Regex 87.327 83.298 85.265

3 Results and Discussion

Using NERsuite, we trained CRF models with features extracted over the com-
bined CHEMDNER training and development corpora, containing a total of
14,000 patent documents. Five slightly different versions of our method were
officially evaluated on the CHEMDNER test corpus of 7,000 patents, the results
of which are shown in Table 1. In Run 1, all nine resources were utilised in the
generation of dictionary features. Each of Runs 2, 3 and 4, meanwhile, exploited
only one dictionary: Jochem, CTD and RxNorm, respectively. These were cho-
sen on the basis of them having the most number of manually reviewed chemical
names. Run 5 made use of CTD in conjunction with a regular expression that
matches chemical formulas. Results show that the versions of our approach util-
ising patent-specific dictionaries yielded the best performance. Run 4, which ex-
ploited RxNorm as its sole dictionary, obtained the best precision (88.073%) most
likely due to it being the version that took advantage of only a patent-specific re-
source. Run 1, which leveraged all dictionaries, including the four patent-specific
ones, obtained optimal recall (84.282%) and F-score (86.042%).
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