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ABSTRACT

The extraction of named entities and their relationships from unstructured biomedical texts has
long been a topic of great interest. The challenges that arise when undertaking a project in the
subdomain of biomedical text information extraction (IE) are well known, yet the influx of research
projects and interest in the domain is accelerating rapidly. Much of this interest relates to recent
advances in Natural Language Processing (NLP) methodologies (e.g., transformer and attention-based
mechanisms). These remarkable results in IE often relied on large biomedical corpora (as with Bert,
Biobert, Scibert, Glue, Biomegatron). In the present study, we prioritize time and cost-effectiveness
by combining pipelined a series of classical and state-of-the-art NLP techniques, upstream and
downstream, to various aspects of the greater biomedical relation extraction task. In addition to
custom components, we primarily focused on the well-known enhancements implemented through
open-source libraries. We obtained our first Named Entity Recognition (NER) result using the
out-of-the-box transformer model provided from the popular NLP library, spaCy. We fine-tuned both
Bert-base (3.3 Billion tokens, 1 million epochs)[1] and BioBertv1.2 (Bert-base corpus + 18 billion
PubMed tokens 1 million epochs). Our goal was to establish reference scores for increasingly complex
and expensive models. Specifically, by first using Bert-base, a general-domain model, we aimed to
quantify the effects of utilizing transfer learning via the fine-tuning of the annotated domain-specific
data. The study utilized multiple pre-and post-processing steps and varied combinations of such
methods at different stages of the relation extraction pipeline. This survey examines the upstream
effects of both classical techniques such as rule-based entity disambiguation and entity linking in
order to normalize entities and relations. It also trains modern neural networks to perform entity
disambiguation and coreference resolution for similar cross-referencing purposes and normalization.
All pre-processing modules are examined in isolation as well as in combination with one another. We
followed the performance of downstream tasks such as NER with RE and quantified them. In addition,
to obtain meaningful and usable data and to counteract the many instances of sparsity encountered
throughout the individual classes of relations initially provided, we performed Data Augmentation
techniques via fine-tuning Generative Pre-trained Transformers (GPT-2)[4, 5]. The purpose of
this data augmentation approach was to generate additional data points, i.e., sentences containing
entity-relation-entity triples. We present this study as a survey that examines both classical and
state-of-the-art methods for extracting drug-gene and gene-product relationships from unstructured
biomedical literature. The main goal was to aid our understanding and the accessibility of the task
of relation extraction and to determine which combination of techniques may provide the most
promising path toward developing more sophisticated and cost-efficient hybrid architectures[2, 3].
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