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Abstract—The detection of chemical-protein interactions is an important task with applications in drug design and biotechnology. The BioCreative VII - DrugProt shared task provides a benchmark for the automated extraction of such relations from scientific text. This article describes the Humboldt approach to solving it. We define the task as a relation classification problem, which we model with pretrained transformer language models and further use entity descriptions as an additional knowledge source. On the hidden test set of DrugProt, our model achieves 79.73% F1, yielding an improvement of over 17pp over the average score of all task participants.
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I. INTRODUCTION

With the rapid growth of biomedical literature, it is becoming increasingly difficult to obtain comprehensive information on any specific entity by only reading. One of the most important aspects of drugs are their interactions with other biomedical molecules, especially genes and proteins. Recognizing drug-protein relationships is crucial in various applications such as drug discovery (1), precision medicine (2), and curation of biomedical databases (3). Manual extraction of such relationships from the biomedical literature is costly and often prohibitively time-consuming. Alternatively, information extraction can help to automatically identify these relationships and make them more readily accessible. Extracting (biomedical) relationships from text has been investigated intensively over the last two decades (4). Methods employed hand-crafted features based on lexical or syntactic information (5), kernel-based learning (6), or various forms of neural networks (7-9). Most recently, a variety of approaches utilizing pretrained (transformer-based) language models have been introduced and achieved new state of the art performance across several domains (10, 11, 15). A plethora of approaches explored methods of enriching the training data. For example, Vashisht et al. (8) proposed a distantly-supervised method which applies Graph Convolution Networks to encode syntactic information from text and utilizes additional knowledge base data for improved relation extraction. Yuan et al. (16) extracts entities from PubMed abstracts and link them to UMLS to train an entity- and knowledge-aware language model.

Since 2003, the BioCreative initiative hosts challenges to foster the development and evaluation of text mining approaches in the biomedical domain and has hosted a successful shared task on chemical-protein relation extraction before (17). Track 1 (DrugProt) of the 2021 BioCreative VII challenge (18) explores the recognition of chemical-protein relations in scientific abstracts. The organizers compiled a manually annotated corpus of abstracts labeled with all chemicals and gene/protein mentions as well as binary relationships between them, categorized into 13 different types of interactions. Participants of the challenge were asked to develop methods which, given the abstract text and annotations of the mentioned chemicals and genes/proteins, detect all binary relations and their type. In this paper, we describe the Humboldt contribution to the challenge. We define the task as a relation classification problem, which we model with pretrained transformer language models and use entity

1 https://biocreative.bioinformatics.udel.edu/
descriptions as an additional knowledge source. Our code and model are publicly available.\(^2\)

II. METHOD

A. Chemical-Protein Relation Extraction as Relation Classification

We model chemical-protein relation extraction as sentencel-level relation classification. To this end, we first split the abstract into sentences using segtok\(^3\). Next, we generate one example for each chemical-protein mention pair, that co-occurs in the same sentence. We mark the head entity (chemical) and the tail entity (gene) by inserting marker tokens into the sentence and then treat the task as a sentence classification problem. For an example, see Figure 1, where [HEAD-S] and [TAIL-S] mark start and end of the current head entity and [TAIL-E] start and end of the current entity tail. For classifying the resulting example, we embed the RoBERTa-large model (19). Then, we take the embedding of the [CLS] token to which we apply dropout (20). Finally, we feed the resulting embedding through a linear layer to arrive at our predictions. We use a cross entropy loss for training and initialize the model by using the weights from the RoBERTa-large-PM-M3-Voc model\(^4\) of Lewis et al. (21), which was trained on the union of 22 million PubMed abstracts, 3.4 million PMC full texts and data from 60 thousand MIMIC-III reports. Finally, we ensemble our models by training ten models with different random seeds and then average the predicted probabilities for a given example.

B. Entity Descriptions

We hypothesized that enriching the input with external textual descriptions of the head and tail entities could provide additional useful information to the model. For instance, the given chemical might inhibit the family of proteins to which the tail belongs or the protein in question may catalyze a reaction in which the chemical is involved. Such information can be found in chemical / protein databases, often in the form of text. We found in preliminary experiments on the development set that providing only a description of the chemical led to the largest improvement. Thus, we enriched the input only with chemical descriptions, which we created by gathering the first sentence of the Definition field of the CTD (22) chemicals vocabulary\(^6\). To match these descriptions with the entity mentions in the to-be-analyzed texts, we perform Named Entity Normalization (NEN) using BioSyn (23), the state-of-the-art method for this task. We train the BioSyn model with its default hyper-parameters for 20 epochs on the train and test split of the BioCreative V CDR dataset (24) and use it to link every mention to its CTD identifier. If the predicted chemical identifier has no associated CTD definition, we use the definition of the chemical’s parent in the CTD hierarchy. This allows us to assign a description to every chemical in the challenge data set. For an example of chemical descriptions, see Figure 1.

C. Hyperparameters

We select hyperparameters by performing an exhaustive grid search on the development set for the following values (best are marked bold):

- Learning rate: 5e-5, 3e-5, 1e-5, 5e-6
- Epochs: 1, 3, 5, 10

We use Adam (25) with a linear decay learning rate schedule and 10\(^\%\) warmup (26). We set the maximum length to 256 subword tokens and first truncate the chemical description before truncating the input sentence. The dropout rate is set to 0.1.

III. RESULTS

A. Description of the submitted runs

We submitted five different runs for the shared task evaluation:

- **run-1**: Ensemble of ten differently seeded RoBERTa-large-PM-M3-Voc models trained on the union of training and development set with entity descriptions.
- **run-2**: Single RoBERTa-large-PM-M3-Voc trained on the union of training and development set with entity descriptions.
- **run-3**: Ensemble of ten differently seeded RoBERTa-large-PM-M3-Voc models trained on the union of training and development set without entity descriptions.
- **run-4**: Single RoBERTa-large-PM-M3-Voc model trained on the union of training and development set without entity descriptions.
- **run-5**: Ensemble of ten differently seeded RoBERTa-large-PM-M3-Voc models with entity descriptions trained on only the training set.

B. Main results

Table 1 shows the main results on the test set of our submitted runs. Our best performing model is **run-1**, an ensemble of ten differently seeded RoBERTa-large-PM-M3-Voc models with CTD chemical descriptions. It achieves a micro-averaged F1 score of 79.73\%. When compared to the average score of all DrugProt participants of 61.96\% this corresponds to an improvement of 17.77 percentage points (pp). Ablating the entity descriptions (run-3) leads to a

\[^2\]https://github.com/leonweber/drugprot
\[^3\]https://github.com/fnl/segtok
\[^4\]https://github.com/facebookresearch/bio-lm
\[^5\]https://github.com/huggingface/transformers
\[^6\]http://ctdbase.org/reports/CTD_chemicals.csv.gz
decrease of 0.79 pp F1, while taking only the best single model with entity descriptions instead of the 10x ensemble (run-2) leads to a decrease in F1 of 1.42 pp. An ablation of both ensembling and chemical descriptions leads to 1.7 pp lower F1 (run-4). When trained only on the training data without the addition of the development data, the F1 score of the ensemble decreases by 0.24 pp (run-5). We therefore conclude that both ensembling and entity descriptions have a positive effect on accuracy and that improvement is more pronounced for ensembling. These findings are further supported by our experiments on the development set for which the results are summarized in Table II. In this setting, in which we trained our model on the training set and evaluated it on the development set, ensembling leads to a gain of 0.9 pp F1 and ablating the entity descriptions causes a drop of 0.9 pp in F1. Surprisingly, using the development set as additional training data led to only a very modest gain even though it increased the size of the training data by over 20%. This might indicate that the amount of training data is not the only limiting factor.

C. Results by Relation Type

Table 2 shows the results of our best submission (run-1) for each relation type. There is strong variability across different relation types with three relation types having an F1 score of zero, while the maximum F1 score is above 91%. The F1 scores correlate strongly with the number of training instances per relation type (Pearson’s R 0.56). All three relation types with an F1 score of zero have very few training examples (10 to 27). However, for the other classes there seem to be additional factors influencing performance. For instance, the Substrate relation type has 2,003 training examples, but the model achieves an F1 score of only 68.18%. We leave a more detailed error analysis for future work.

IV. CONCLUSION

We described our contribution to the DrugProt shared task in which we model chemical-protein relation extraction as a relation classification problem at the sentence level. We propose a model that builds on ensembled pretrained transformers and additional textual descriptions of chemicals taken form the CTD database. The proposed model achieves an F1 score of 79.73% on the hidden DrugProt test set which is an improvement of over 17 percentage points over the average score of all task participants. Our analysis indicates that both ensembling and entity descriptions improve results and that the number of training examples strongly influences performance for the different relation types. In future work, we want to integrate the proposed chemical-protein relation extraction model into our standalone tool for biomedical relation extraction (9) and explore generative approaches for chemical-protein relation extraction (28), as the intrinsic few/zero-shot capabilities of such generative models might improve results for relation types with few annotated examples.
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